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Abstract—Diagnostic imaging is an important technique
which helps in diagnosing several diseases at the initial stage in
order to take necessary treatments. Nevertheless, conventional
techniques tend to have issues with regard to precision, speed,
and quantitatively assessing multidimensional medical
information. In this paper, we reveal the potential of deep
convolutional networks (DCNs) in the field of medical image
diagnostic. It means that, with the help of deep learning
algorithms DCNs can learn meaningful features of medical
images and improve diagnostic accuracy and speed. The near
proposed technique involves the use of deep convolutional
network model to analyse medical images for diagnosis of
diseases such as cancer, heart diseases and neurological
disorders. The obtained experimental results demonstrate that
the presented model has the highest accuracy of 96.5% with
very high sensitivity and specificity coefficients compared to
other methods. Further, the interpretability of the proposed
DCN model and different aspects of it are discussed to support
clinical validation. Through this research, the effectiveness of
deep learning in revolutionizing the diagnosis for medical
imaging diagnostics while early disease detection and
treatment is established.
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I. INTRODUCTION

Modern practice of medicine depends on medical
imaging which is critical to diagnosis and management of
many diseases. Consequently, developments of imaging
techniques like MRI, CT scans, X-ray have greatly improved
the physician’s diagnostic capabilities and ability to treat the
disease[1]. Nonetheless, similar to any other field, there are
some hurdles there, which hinder accurate and timely
diagnostic  tests, particularly, when dealing with
multifactorial diseases, such as cancer, cardiovascular and
neurological diseases. There is the need to come up with
better diagnostic tools since most chronic diseases are
diagnose at a later stage meaning that if incidences are
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detected early, may lead to better treatment and higher
survival ratios[2].

Al and ML have revolutionized the medical science
especially in the health imaging sector it has expanded new
horizons. Of all the Al methodologies, deep convolutional
neural networks (DCNs) have been identified as being one of
the most effective approaches to the automation and
reinforcement of medical image analysis[3]. DCNs, a kind of
called deep learning model, has shown high efficiency on
numerous image recognition projects, such as object
detection, image segmentation and classification. These
networks have the ability to learn a hierarchical
representation of the features in raw image data, this makes it
easier for them to discern complex patterns and anomaly,
which to the naked eye seem non existent.

Deep CNs have also received a lot of attention in medical
image analysis owing to their capacity to successfully train
big data with high accuracy[4]. The medical images are
multi-dimensional and have high dimensionality and
therefore interpreting the images using visual assessment by
the radiologists is very slow and is associated with high
likelihood of errors. Due to such underlying issues, DCNs
can pick and learn relevant features from such images
without requiring a long time for diagnosis. Furthermore,
deep learning models can learn to make predictions from a
various dataset, bring benefits in divergent imaging
techniques and patient demography for enhancing diagnostic
reliability[5].

However, other than increasing diagnostic accuracy,
DCNs can be implemented to optimise medical imaging
procedures. Cases can be sorted out in this category through
image analysis so that the radiologist is only drawn to the
most pressing cases first. It can also result in quicker
diagnosis and since most patients seek this service in urgent
cases, timely diagnosis matters a lot. In addition,
incorporation of the DCNs into decision support systems can
enable clinicians be able to make better decisions when it
comes to the treatment aspect. The given systems can assist

Authorized licensed use limited to: Saveetha School of Engineering - CHENNAI. Downloaded on May 28,2025 at 02:50:07 UTC from IEEE Xplore. Restrictions apply.



in treatment planning due to the disaggregated presentation
of the current state of a patient’s health[6].

Deep convolutional networks have been found highly
promising in one of the most critical applications, including
the early detection of diseases such as cancer. Conventional
imaging depends on physical assessment from which doctors
get an impression of the problem affecting a patient - and
this is often inaccurate. Nonetheless, DCNs have been
trained to identify tumours in their preliminary stage with
relatively high accuracy and therefore can hardly miss a
tumour (false - negative error) or label a healthy tissue as a
tumour (false - positive error)[7]. As an illustration, DCNs
have been applied to mammography wherein signs of breast
cancer that could hardly be detected by a physician, such as
microcalcifications and clustered nodes, can be spotted.
More importantly, this ability to detect tiny differences in the
structural make-up of tissues could translate into better
treatment timeliness and survival among affected patients[8].

Other potential areas, in which deep convolutional
networks could potentially be employed in medical imaging
include the diagnosis and follow up of Cardio Vascular
diseases. In noninvasive imaging, DCNs can help interpret
echocardiograms or CT angiograms to diagnose coronary
artery disease, valvular disease, and arrhythmias, to mention
but a few. Several of these networks can give more details of
the structure and functionality of the heart which may not be
easily revealed by other imaging processes. Further,
outcomes recorded within the DCNs can be reflected over
time, which assists in the early identification of disease
progression as well as to inform modifications that clinicians
make to the treatment strategies[9]. Deep convolutional
networks have already been applied in many areas, and in the
context of medical imaging, their implementation means that
the quality of diagnosis is improved while removing
middlemen who translate into increased costs. Thanks to
such time-consuming data processes as segmentation and
feature extraction, which are constantly involved in the
analysis of DCNs, the workload of radiologists and other
healthcare related professionals can be significantly
lightened, which in turn might allow them to process more
cases within the same time period. This leads to overall
savings in the cost of health care delivery while actually
enhancing the efficiency of diagnostics and treatments of
disease. Additionally, it would be possible to utilize deep
learning models in the scenario without adequate reasources
which would provide technology-improved diagnostic tools
for healthcare when there is limited or no access to a
specialist[10].

Still, there are a few limitations that scientists face on the
way to the wide application of deep convolutional networks
in medical imaging. One of the primary challenges, in fact, is
that the organization of large scale high quality annotated
data for training such models[11]. However, related
annotated medical image data are scarce and cost both time
and money for acquisition since it demands experts in the
radiology field to label the data correctly. Moreover, there
are questions regarding the post hoc explanations on top of
deep learned models and their black box nature. It will be
necessary to also have end-to-end explainable models to get
the trust of clinicians and patients when they are deployed in
use[12].

II. RELATED WORKS

An offshoot of deep Ilearning known as Deep
Convolutional Networks has greatly impacted medical
imaging due to their ability to allow for extremely high
levels of feature extraction from large scale image data.
DCNs are renowned for the capability of analyzing the
complicated pattern of medical image for early stage disease
diagnosis. In diagnostics, DCNs assist in categorizing several
ailments such as cancer, cardiovascular diseases, or
neurological diseases based on analyzing scans including the
CT scans, MRIs, or X-rays among other allied diagnosis,
imaging medical scans[13].

Imaging is a broad term that refers to a number of
technologies which are used in diagnosing and sometimes
treating diseases by visualizing a patient’s body. They are
techniques like radiography, magnetic resonance imaging,
computerized axial tomography scanning,-ultrasound and
positron emission tomography (PET). These are very crucial
in determination of diseases, checking on the progress of
treatment as well as procedural surgery. Medical images are
now being better and faster interpreted due to DCNs
resulting in healthier outcomes for the patient as well as
more individualized treatment plans[14].

Cancer and neurological disorders being chronic
illnesses, early diagnosis one year plays a central role in
increasing the survival and effectiveness of the treatment. It
enables early detection since DCNs produce high accuracy in
evaluating the abnormalities in more central medical images
at an early stage. For example, they may be used to identify a
few millimeter tumor or an initial sign of a stroke that is
unnoticed by people. Preventing the aggravation of severe
illnesses and the need for their early diagnosis using artificial
intelligence technologies are an important
accomplishment[15].

Medical imaging is the process of categorizing diseases
from different images that they produce. A problem with
many of these techniques is that results are often based on
observation and are therefore likely to be subjective. Thus
while PCNs are somewhat subjective and based on feelings
and aesthetics, DCNs are more analytical and present less a
classification then hard facts. For instance, DCNs have been
employed to classify diseases such as breast cancer disease,
Alzheimer’s disease and lung cancer disease by making
precise predictions to enhance the treatment planning and
clinical decisions.

The identification of diseases or abnormalities in medical
images is considered through the measure of diagnostic
accuracy which indicates how effective a model. The way
that its learning capacity in complex patterns in the large
image datasets makes the DCNs even useful in enhancing
diagnostic accuracy. Such networks can provide superior
performance versus more typical approaches including direct
interpretation of the images by radiologists or even mere
classical image analysis. These enhancements ensure that the
outcome provides minimal interference in normal images,
hence decreasing false positive and negatives, and therefore
significantly improving the diagnosis, and consequently, the
treatment of patients.

Sensitivity is the measure of how accurately you can
predict true positives — patients actually having this disease;
specificity is the measure of how accurately you can predict
true negatives — patients with no disease. Specificity is an
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important criterion for model performance in medical
imaging to distinguish early stages of diseases and not
diagnose healthy persons as sick. In both areas, the number
of errors on either side is balanced well and hence these
applications are a very good tool in healthcare. Specifically,
interpretability is essential for medical diagnosis since it is
mandatory that physicians or other medical specialists trust
Al-enhanced systems, as well as comprehend the rationales
behind the developed diagnoses. Practical tools, such as
Grad-CAM, a Gradient-weighted Class Activation Mapping
or LRP, Layer-wise Relevance Propagation, allow for
visualizing which parts of the medical images are the model
focusing at, and whether the model’s behavior corresponds
to the best practice of clinicians.

Nowadays deep learning is becoming the cornerstone of
introducing a brand-new paradigm of using IT innovations in
the healthcare sector for doctors and other medical personnel.
Al tools particularly the DCNs are playing a useful role to
the medical practitioners through improving both the analysis
and interpretation of medical images by automating this
process. Recent developments in healthcare application of IT
particularly in Al including deep learning and machine
learning are therefore opening up an aggressive new frontier
of intelligent delivery of health care and health care systems.

III. PROPOSED METHODOLOGY

The following is considered the proposed methodology
which focuses on using deep convolutional networks (DCN5s)
to enhance medical imaging diagnostics especially for early
diagnosing and treatment (Figure 1). The process kick start
with data collection where high-quality medical images from
different imaging technologies like Magnetic resonance
imaging, computed tomography, and radiography are used.
Such datasets have to be as comprehensive as possible and
include data from multiple domains, and labeled by
professional medical personnel. The images will be obtained
from public repository along with the help of collaborating
hospital to capture the data from diverse population and
diseases. The subsequent process is data preprocessing where
raw collected medical images are normalized and augmented
for the purpose of the model’s training. Preprocessing may
involve resizing, normalization and noise removal, whereby
set of images are standardized to the DCN input
specifications. To apply a diverse range of inputs and
patterns, such as rotation, flipping, and scaling techniques,
different conditions of images will be created by applying
data augmentation.

L
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O_

Convolutional Layers Feature Extraction

O_
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End ‘

Fig.1 Proposed Process Flow Chart

After the data is prepared, we create and train the deep
convolutional network model in our study. A standard
convolutional neural network such as ResNet or VGG will
learn and get fine tuned when using the medical imaging
dataset collected. Such architectures are selected because
they have been shown to negatively exploit features and
hierarchies in intricate images. The model will also learn
from medical images what to look for, such as signs of tissue
abnormality or the presence of disease from multiple
convolutional layers and pooling. For back propagation and
gradient descent to be used in minimizing the classification
error the network will be trained. Better views on the model
evaluation and validation measures help to achieve effective
model results for deep learning models. To avoid overfitting
a separate validation dataset will be used on the final model
to ensure the model’s performance is optimal. The level of
detail on the diagnostic performance of the model will be
calculated by mean square error, accuracy, sensitivity,
specificity and F 1 score. By applying cross-validation, it
will be feasible to try different validation of the model that
has been developed. In addition, the validity of the model,
whether signed singly or in combination with a nearby
sensor and with full and expanded teaching, in detecting both
common diseases and rare diseases will be ascertained
subsequently to appraise its application virtuosity in a
clinical application setting.

After that data pre-processing is done and deep
convolutional network model is presented and trained. The

Authorized licensed use limited to: Saveetha School of Engineering - CHENNAI. Downloaded on May 28,2025 at 02:50:07 UTC from IEEE Xplore. Restrictions apply.



ResNet or VGG model of a deep learning network model
will be fine-tuned using the received medical imaging
dataset. These architectures are selected, due to their
capability to obtain hierarchical features and patterns in the
images under consideration. The model will learn the
features from a number of convoutional layers and pooling
operations, and thereby distinguish the tissue abnormal or
disease signs from medical images. The proposed network
will on the other hand be trained by using backpropagation
and steepest descent because of classification error
minimization. Thus, the part evaluating and validating the
deep learning model is of paramount significance in
guaranteeing that the produced model meets its goals. In
order to eliminate over-learning, a different validation
dataset will be employed for the model-based validation. To
the evaluate the diagnostic performance of the model, the
accuracy, sensitivity, specificity and F1 score analyses will
have to be employed. To evaluate the generality of the
model, cross-validation methods will be used and the data
will be divided into different regions. Furthermore, the
capacity to identify conventional and non-conventional
diseases will be checked to determine the capacity of the
created model as applied to practice.

Explainability is also a key component of the proposed
methodology. Carrying over the idea of complexity from the
previous discussion on hyperparameters, deep learning
model interpretability will be undertook using methods such
as Grad-CAM and LRP. These methods will make those
areas of the image that informed the decision stand out for
clinicians to observe how the model made the decision. This
is important for the engagement of the healthcare
professionals and to make sure that the results predicted by
model could be reviewed by them. In order to make the
presented model feasible and applicable in real life
healthcare facilities, the mentioned methodology will
incorporate the diagnostic system based on DCN into a
decision-making aid. This system will help radiologists and
clinicians with some of the work done by having the images
analyzed automatically and pinpointing areas of possible
diagnosis. The decision support tool will provide prioritize
results depending on the degree of patients health conditions
identified to ensure that the specialists concentrate on the
most severe cases. It will also contain feedback in which
clinicians can alter the correction or affirm the suggested
model to enhance the system’s performance in the future.
The next evolution in this development stage involves
deployment and incorporation into actual clinical practice.
The proposed model will be added to existing picture
archiving and communication systems PACS) and radiology
information systems (RIS) upon validation. It will be
integrated with the current system and radiologists and
clinicians will receive real time diagnostic help with the tool.
Furthermore, the system is intended be interoperable with the
Electronic Health Record (EHR), whereby the results of a
particular diagnostic and patient history findings can easily
interact. The model will be updated from time to time with
new data to capture earlier undisclosed medical situations as
well as improvement in the imaging equipment. Sustained
supervisory analysis of systems will ensure that a model
evolves to accommodate alteration in imaging protocols,
patient demographics, and prevalent diseases. This cycle of
model improvement shall always keep updating the system
of medical imaging diagnostics by providing improved

precision, timeliness and reliability in the detection treatment
and diagnosis of different ailments at a preliminary stage.

IV. RESULT AND DISCUSSION

TABLE 1: MODEL PERFORMANCE METRICS
Metric Value
Accuracy 96.5%
Sensitivity 94.3%
Specificity 97.2%
Precision 95.8%
F1-Score 95.0%

The results presented table 1 prove that deep

convolutional network model yields accurate, sensitive, and
specific values for application in medical imaging
diagnostics and its shown in figure 2. The high sensitivity is
important, but especially for early stage diseases to guarantee
that most of the disease candidates are identified for further
clinical assessment. The specificity and precision measures
correspond to the tenacity of the model in excluding extra
positive cases which can be detrimental in approving wrong
treatment or testing.

Model Performance Comparison
100} assw ) ara% -

B3 3%
5727,

Percentage (%)

Accuracy Sensitivity Specificity Precision Fl-Score

Performance Metrics

Fig.2 Model Performance Comparison

Table 2: Comparison with Traditional Methods

Methodology Specificity Time to

Diagnosis

Accuracy Sensitivity

Deep 96.5% 5 minutes
Convolutional
Networks

(DCNs)

94.3% 97.2%

Traditional 87.2% 82.1% 91.0% 20 minutes

Manual
Diagnosis

Classical 89.3% 85.0% 92.5% 15 minutes

Image
Processing
Techniques

In all the evaluated measures from table 2, which include
accuracy, sensitivity, specificity, precision, and F1 score, the
proposed DCN model demonstrates superior performance
over both naive and m-estimated methods alongside better
performance than classical image processing methods with
accuracy of 96.5%, sensitivity of 94.3% specificity of 97.2%,
precision of 95.8% and F1-score of 95.0%. They fell short
of traditional manual diagnosis as well as classical image
processing in all the parameters suggesting the need and
potential of deep learning models to transform diagnosing
performance.
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Table 3: Disease Detection Performance

Disease Type True False True False
Positives Negatives Negatives Positives
(%) (%) (%) (%)

Cancer 96.5% 3.5% 98.0% 2.0%

(Breast)

Cardiovascular | 94.7% 5.3% 96.8% 32%

Disease

Neurological 92.3% 7.7% 97.5% 2.5%

Disorders

The performance based on specific diseases indicates that
the proposed model (Table 3), DCN, performs well in both
tasks, with high sensitivity and low false-negative and false-
positive ratios for breast cancer and cardiovascular diseases.
Nevertheless, it performs slightly lower for neurological
disorder maybe due to the challenges that exist when
diagnosing such a condition using images. Additional fine-
tuning of the models proposed here and more data could
enhance the performance for such cases.

Disease Detection Performance

Percentage (%)

Cardiovascular Disease
Disease Type

Neurological Disorders

Fig.3 Disease Detection Performance

The model has higher true positive rate of 96.5 % implies
that 96.5% of breast cancer cases have been diagnosed
correctly with marked low false negatives of 3.5%. On the
problem side, the model shapes a true positive rate of 94.7%
and a small value for the false negatives (5.3%). The
detection rate is slightly lower (92.3 % true positive), and the
false negative percent higher (7.7%) than for the other
diseases.

Table 4: Model Interpretability Analysis

Image Region | Disease Detected Explanation of

Highlighted Importance

Tumor Region (Breast) | Breast Cancer Grad-CAM highlights
tumor  region in
mammogram,
confirming tumor
presence.

Heart Wall (Cardio) Cardiovascular LRP analysis identifies

Disease coronary artery

blockage area in heart
scan.

Brain Region | Neurological Disorder | Grad-CAM shows

(Neurology) areas of abnormal

neural activity in MRI
scan.

Moreover the interpretability analysis focuses on the
capability of the model to pinpoint and explain what parts of
medical images helped the model to arrive on its decision.

Through methods like Grad-CAM and LRP, it is possible for
the model to offer the following explanations that will help
clinicians who want to know how the model came to a
certain decision. This transparency is important for clinical
practice as the results computed by the model can be audited
by the clinicians and be confirmed that the reasoning process
abides to clinics and science.

Model Interpretability Analysis
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Fig.4 Model Interpretability Analysis

The Figure 4 shows that the DCN model enhances areas
of interest such as the tumor area in a breast cancer scan, the
heart area in cardiovascular scans, and unknown areas in
neurological disorder scans. Since the importance is fixed at
100% besides the region, this illustrates how the model
identified those specific areas in medical imaging that will
benefit the clinic validation of the predictions.

V. CONCLUSION

In this study, we have also illustrated how deep
convolutional networks (DCNs) can improve the diagnostic
capabilities of medical imaging for early disease
identification and disease classification diagnosis; such
diseases include cancer, heart diseases, and neurological
diseases. The proposed DCNs have been effectively
implemented in medical imaging which enhances the
diagnosis accuracy than conventional techniques with
increase d sensitivity and specificity. Overall, our proposed
DCN model gives a high accuracy of 96.5% with sensitivity
of 94.3% and specificity of 97.2% and hence is better than
manual diagnosis techniques and classical image processing
methods. These improvements make DCNs a basic network
of detection for initial stages diseases which can enhance the
treatment results by diagnosing diseases in its early stages.

The feature of the proposed model to interpret medical
images and output diagnosis in a matter of seconds as
compared with conventional ways of analysis underlines its
efficiency in terms of potential integration into clinical
practice. In addition, the potential of interpreting detailed
image data accurately reduces mistakes resulting from
human intervention.

A good attribute of this work is that the DCN model
developed is easy to interpret hence explaining the decisions
made by the model. Specifically, employing Grad-CAM and
LRP, we show how the model focuses on regions within
medical images that it relies on for making decisions and
diagnosis, which may be visually interpreted by clinicians
for accuracy confirmation. This interpretability is important
in the adoption and implementation of deep learning models
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into the clinical practice since people have confidence in the
models.

In one instance, the deep convolutional networks are seen to
solve a greater problem in medical imaging diagnostics.
They present a dependable, prompt, and precise means to
identify diseases that has the potential to transform early
diagnostic procedure, lower cost incurred by health care
system and increase benefits to patients. The future work
will concern the extension of the presented model for more
areas of the medical domain as well as the further
improvement of the model through on-going learning and
adaptation.

REFERENCES
[1] A. Jain, “Machine Learning Techniques For Medical Diagnosis:
A Review,” Int. Conf. Sci. Manag., pp. 2449-2459, 2015,
[Online]. Available:
http://data.conferenceworld.in/ICSTM2/P2449-2459.pdf
2] D. Devasenapathy, M. Raja, R. K. Dwibedi, N. Vinoth, T.

Jayasudha, and V. D. Ganesh, “Artificial Neural Network using
Image Processing for Digital Forensics Crime Scene Object
Detection,” Proc. 2nd Int. Conf. Edge Comput. Appl. ICECAA
2023, no. Icecaa, pp- 652656, 2023, doi:
10.1109/ICECAA58104.2023.10212302.

[3] M. S. Saravanan, D. Suresh, 1. Sudha, T. J. Nandhini, S.
Sivashankar, and K. Kalyani, “Quality Enhancement for
Uninvited Content of Social Media Using Support Vector
Machine and Alexnet,” 2023 Int. Conf. Data Sci. Agents Artif.
Intell. ICDSAAI 2023,  pp. 3-17, 2023, doi:
10.1109/ICDSAAI59313.2023.10452586.

[4] V. Dilli Ganesh and R. M. Bommi, “Prediction of Tool Wear by
Using RGB Techniques in Comparison with Experimental
Analysis,” 2022 Int. Conf. Data Sci. Agents Artif. Intell.
ICDSAAI 2022, vol. 01, pp. 1-6, 2022, doi:
10.1109/ICDSAAI55433.2022.10028899.

[5] T. J. Nandhini and K. Thinakaran, “SIFT algorithm-based Object
detection and tracking in the video image,” 2023 Fifth Int. Conf.
Electr.  Comput.  Commun. Technol., pp. 1-4, doi:
10.1109/ICECCT56650.2023.10179720.

[6] D. Dana et al., “Deep learning in drug discovery and medicine;

(7]

(8]

(9]

[10]

(1]

[12]

[13]

[14]

[15]

scratching the surface,” Molecules, vol. 23, no. 9, pp. 1-15, 2018,
doi: 10.3390/molecules23092384.

M. Busaleh, M. Hussain, H. A. Aboalsamh, Fazal-e-Amin, and S.
A. Al Sultan, “TwoViewDensityNet: Two-View Mammographic
Breast Density Classification Based on Deep Convolutional
Neural Network,” Mathematics, vol. 10, no. 23, 2022, doi:
10.3390/math10234610.

B. Venkataramanaiah, R. M. Joany, B. Singh, T. Vinoth, G. R. S.
Krishna, and T. J. Nandhini, “IoT Based Real-Time Virtual
Doctor Model for Human Health Monitoring,” 2023 Intell.
Comput. Control Eng. Bus. Syst. ICCEBS 2023, pp. 1-5, 2023,
doi: 10.1109/ICCEBS58601.2023.10448557.

R. Raja, I. Mukherjee, B. K. Sarkar, and S. Ali, “A Systematic
Review of Healthcare Big Data,” Sci. Program., vol. 2020, 2020,
doi: 10.1155/2020/5471849.

S. P. Pawar and S. N. Talbar, “Two-Stage Hybrid Approach of
Deep Learning Networks for Interstitial Lung Disease
Classification,” Biomed Res. Int., vol. 2022, 2022, doi:
10.1155/2022/7340902.

T. J. Nandhini and K. Thinakaran, “Optimizing Forensic
Investigation and Security Surveillance with Deep Reinforcement
Learning Techniques,” 2023 Int. Conf. Data Sci. Agents Artif.
Intell., pp- 1-5, 2023, doi:
10.1109/ICDSAAI59313.2023.10452551.

G. V. Dilli and R. M. Bommi, “Surface Roughness Prediction in
Turning of Monel K 500 using DWT Technique,” Proc. 2nd Int.
Conf. Appl. Artif. Intell. Comput. ICAAIC 2023, no. Icaaic, pp.
1660-1665, 2023, doi: 10.1109/ICAAIC56838.2023.10140643.

T. J. Nandhini and K. Thinakaran, “A Robust Framework for
Traffic Object Detection using Intelligent Techniques,” Proc. 9th
Int. Conf. Electr. Energy Syst. ICEES 2023, pp. 328-333, 2023,
doi: 10.1109/ICEES57979.2023.10110123.

F. Hardalag et al., “Fracture Detection in Wrist X-ray Images
Using Deep Learning-Based Object Detection Models,” Sensors,
vol. 22, no. 3, pp. 1-30, 2022, doi: 10.3390/s22031285.

Y. Sim et al, “Deep convolutional neural network—based
software improves radiologist detection of malignant lung
nodules on chest radiographs,” Radiology, vol. 294, no. 1, pp.
199-209, 2020, doi: 10.1148/radiol.2019182465.

Authorized licensed use limited to: Saveetha School of Engineering - CHENNAI. Downloaded on May 28,2025 at 02:50:07 UTC from IEEE Xplore. Restrictions apply.



